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https://blog.openai.com/generative-models/



Our Goal: 𝒑(𝒙)

https://www.mathworks.com/help/stats/simulate-data-from-a-gaussian-mixture-
model.html



What does 𝒑 𝒙 looks like?

http://www.pymvpa.org/examples/mdp_mnist.html



emm, how to learn 𝑝(𝑥)

▪ Let's consider the case of growth up of a painter



When firstly began to paint



After learned by 5 years



After learned by 10 years



Finally



Put it down

▪ Painter or Generator:

▪ Critic or Discriminator

https://towardsdatascience.com/generative-adversarial-networks-explained-
34472718707a



How to train?

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html



Done!

https://medium.com/syncedreview/biggan-a-new-state-of-the-art-in-image-synthesis-
cf2ec5694024



See more realistic samples

https://drive.google.com/drive/folders/1lWC6XEPD0LT5KUnPXeve_kWeY-FxH002



Having Fun

▪ https://reiinakano.github.io/gan-playground/

▪ https://affinelayer.com/pixsrv/

▪ https://www.youtube.com/watch?v=9reHvktowLY&feature=youtu.be

▪ https://github.com/ajbrock/Neural-Photo-Editor

▪ https://github.com/nashory/gans-awesome-applications

https://reiinakano.github.io/gan-playground/
https://affinelayer.com/pixsrv/
https://www.youtube.com/watch?v=9reHvktowLY&feature=youtu.be
https://github.com/ajbrock/Neural-Photo-Editor
https://github.com/nashory/gans-awesome-applications


The End ?



Never end

▪ Q1. Where will D converge, given fixed G

▪ Q2. Where will G converge, after optimal D



Intuition



Q1. Where will D go (fixed G)



KL Divergence V.S. JS Divergence



Q2. Where will G go (after D*)

𝐷𝐽𝑆 𝑝𝑟 ∥ 𝑝𝑔 ≥ 0

𝑝𝑟 = 𝑝𝑔



A~Z GAN

https://github.com/hindupuravinash/the-gan-zoo/blob/master/cumulative_gans.jpg



DCGAN

https://blog.openai.com/generative-models/



Transposed Convolution

https://datascience.stackexchange.com/questions/6107/what-are-deconvolutional-
layers



VAE V.S. DCGAN

https://blog.openai.com/generative-models/

GT GAN



The Last thing?

▪ Training Stability



Why?

http://speech.ee.ntu.edu.tw/~tlkagk/courses/MLDS_2018/Lecture/WGAN%20(v2).pdf



Toy example



Toy example

https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490
https://jhui.github.io/2017/01/05/Deep-learning-Information-theory/

MLE is kind of minimize KLD GAN

https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490
https://jhui.github.io/2017/01/05/Deep-learning-Information-theory/


JS Divergence



Gradient Vanishing



Training Progress Invisible



HowTo



The Least Cost among plans





How to compute Wasserstein Distance

1-Lipschitz function



WGAN



Sort of Regularization



WGAN-Gradient Penalty



More stable





Training Progress Indicator



Thank You.


